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Abstract 

Background  Breast ultrasound (US) is useful for dense breasts, and the introduction of artificial intelligence (AI)-
assisted diagnoses of breast US images should be considered. However, the implementation of AI-based technolo-
gies in clinical practice is problematic because of the costs of introducing such approaches to hospital information 
systems (HISs) and the security risk of connecting HIS to the Internet to access AI services. To solve these problems, we 
developed a system that applies AI to the analysis of breast US images captured using a smartphone.

Methods  Training data were prepared using 115 images of benign lesions and 201 images of malignant lesions 
acquired at the Division of Breast Surgery, Gifu University Hospital. YOLOv3 (object detection models) was used 
to detect lesions on US images. A graphical user interface (GUI) was developed to predict an AI server. A smartphone 
application was also developed for capturing US images displayed on the HIS monitor with its camera and displaying 
the prediction results received from the AI server. The sensitivity and specificity of the prediction performed on the AI 
server and via the smartphone were calculated using 60 images spared from the training.

Results  The established AI showed 100% sensitivity and 75% specificity for malignant lesions and took 0.2 s per pre-
diction with the AI sever. Prediction using a smartphone required 2 s per prediction and showed 100% sensitivity 
and 97.5% specificity for malignant lesions.

Conclusions  Good-quality predictions were obtained using the AI server. Moreover, the quality of the prediction 
via the smartphone was slightly better than that on the AI server, which can be safely and inexpensively introduced 
into HISs.
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Background
Screening for breast cancer should be performed using 
mammography, based on clinical evidence [1]. However, 
mammography results in pain in the pressed breast and 
radiation exposure [2]. Moreover, the detection of breast 
cancer is sometimes difficult if the mammary gland on 
mammography is dense (dense breast), particularly in 
Japanese women [3]. Therefore, breast ultrasound (US) 
is frequently used for breast cancer screening in Japan, 
although its use of breast US for breast cancer screening 
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has not yet been established. Although mammography 
can be interpreted by skilled physicians after being per-
formed by radiology technicians, the diagnosis of lesions 
on breast US images must be determined by sonogra-
phers. Therefore, the psychological burden on sonogra-
phers is very heavy, and the false-positive rate of cancer 
screening using breast US is very high [4].

Deep learning is an emerging artificial intelligence (AI) 
technology that has been utilized in daily life. Image rec-
ognition is one of the most suitable fields for deep learn-
ing and is used in applications such as facial recognition 
[5], optical character readers [6], and cruise control sys-
tems for cars [7]. Three types of tasks are performed 
using image recognition with deep learning: “classifica-
tion,” “object detection,” and “image segmentation” image 
segmentation [8]. Classification involves assigning only 
a class label to an image, which is simpler than object 
detection or segmentation. Object detection involves 
identifying the locations of the objects within an image 
and drawing a bounding box around them. Image seg-
mentation involves identifying the boundaries of objects 
within an image and assigning a label to each pixel within 
the boundary; this requires numerous calculations. 
Among these tasks, object detection, which can detect 
both the class of objects and their location on an image 
with a relatively low number of calculations, is the most 
balanced image recognition task.

AI is also used in some areas of healthcare, especially 
for the analysis of medical imaging [9], and the associ-
ated prices are apparently low in product catalogs. How-
ever, most implementations of AI are combined with 
expensive testing equipment or department informa-
tion systems such as gastrointestinal endoscopy [10] or 
picture archiving and communication systems (PACSs) 
[11], which ultimately incurs large expenses. Moreover, 
some AI diagnosis services require Internet access from 

hospital networks, which exposes hospital informa-
tion systems (HISs) to malware threats (e.g., computer 
viruses or ransomware) [12]. Therefore, safe implementa-
tion of AI diagnosis technologies at a low cost must be 
established.

In this study, we investigated the feasibility of using 
AI to predict lesions on breast US images using object 
detection algorithms. Moreover, we explored an inexpen-
sive and safe system that applies AI to the diagnosis of 
medical images captured using a smartphone camera in a 
clinical setting (Fig. 1).

Patients and methods
Patients and images
The records of patients with breast cancer who under-
went breast US at Gifu University Hospital between 2017 
and 2018 were reviewed, and breast US images showing 
breast cancer or benign tumors were collected. Images 
without lesions were collected for validation. The follow-
ing US equipment were used in this study: GE Healthcare 
LOGIC E9 and HITACHI Avius.

Annotation of lesions
The lesions on the collected images were divided into two 
classes: “malignant” and “benign.” To obtain training data 
for the object detection algorithm, which consists of the 
classes of the lesions and the coordinates of rectangles 
surrounding the area of the lesions, we used the Labe-
lImg software program, which is an open-source software 
(OSS) program published on GitHub [13] (Fig. 2a).

Environment of AI server for performing deep learning 
and prediction
We used a computer with an Intel Xeon E3-1270v3 
3.50 GHz central processing unit, a GeForce GTX 1060 
graphics processing unit (GPU) with 6  GB of video 

Fig. 1  The inexpensive and safe way of introducing AI diagnosis techniques into clinical practice. The user captures the ultrasound image displayed 
on the monitor. Then, the results of the prediction performed on the AI server are drawn as rectangles on the screen of the smartphone
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random access memory, and a Windows 10 operating 
system. To use the Python programming language on the 
AI server, Anaconda version 1.10.0, which is a Python 
distribution, was used [14]. The following programs were 
used to construct the deep learning model: TensorFlow 
version 1.6.0, which is a library for deep learning with a 
deep neural network distributed as an OSS by Google 
[15], and Keras version 2.2.4, which is a wrapper for Ten-
sorFlow that allows the easy creation of deep learning 
models [16].

Models of object detection
In this study, we used the OSS object detection models 
of You Only Look Once v3 (YOLOv3) [17] for the pre-
diction of lesions in breast US images. Before machine 
learning, the pre-trained data built by the authors were 
applied to the YOLOv3 model.

Evaluation of the accuracy of the prediction on AI server
To evaluate the accuracy of the prediction on the AI 
server, we developed a graphical user interface (GUI) that 
displayed the results of the prediction by drawing rectan-
gles with red (malignant) or green (benign) strokes on 
the images (Fig. 2b). The accuracy of the prediction was 
evaluated using images spared from the training set for 
validation purposes. Sensitivity and specificity were then 
calculated.

The sensitivity of the malignant lesions was calculated 
by dividing the number of images predicted as malig-
nant among the images of malignant lesions by the 
total number of images of malignant lesions. Specific-
ity was calculated as the sum of the number of images 
predicted as benign lesions (or images with no lesions) 
divided by the total number of images of benign lesions 

and images with no lesions. The sensitivity and specific-
ity for benign lesions were calculated in the same way 
as for malignant lesions.

Development of a smartphone application for capturing 
US images and displaying the prediction results
A smartphone application was constructed using 
JavaScript as the web application. The “getUserMe-
dia” method was used to capture US images displayed 
on the HIS monitor using a smartphone camera. The 
captured images were resized to 416 × 416 dots and 
converted into base64 strings. The images were then 
transferred to the application programming interface 
(API), as described later, using the WebSocket proto-
col. To display the prediction results on a smartphone 
screen, this application also receives the results of the 
prediction performed on the AI server from the API 
and draws rectangles according to the received results.

Development of API for data transmission 
between a smartphone and the AI server
A smartphone application cannot connect directly to 
an AI server because of firewalls. Therefore, we devel-
oped an API that transmits data between a smartphone 
and AI server. A virtual server with an Ubuntu 20.04.3 
LTS operating system was proposed on a public cloud. 
Then, Nginx version 1.18.0, which is a web server 
application, and Node.js version 10.19.0, which is the 
JavaScript runtime environment, were installed on the 
server. The application for data transmission on this 
server was built using Socket.io, version 2.3.0., which is 
the wrapper library for the WebSocket protocol.

Fig. 2  The annotation tool and graphical user interface (GUI) for object detection. a Annotation with LabelImg. b GUI for object detection
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Development of application for data transmission 
between the API and the AI server
A Python application running on an AI server was built 
using Socket.io for Python version 0.5.7.4. to receive 
image data from the API and transfer the prediction 
results to the API.

Evaluation of the predictive accuracy of the smartphone 
application
The quality of the prediction obtained using a smartphone 
to capture images was also investigated using the valida-
tion data described above. The image on the monitor was 
captured by a smartphone camera so that the image filled 
the screen of the smartphone, and the light in the room 
was turned off to avoid the reflection of light when captur-
ing images of the monitor. The sensitivity and specificity 
were calculated in the same way as described above.

Results
The patients and collected images
We collected 221 images of malignant lesions from 187 
patients and 135 images of benign lesions from 103 
patients. From these images, 20 images of malignant 
lesions and 20 images of benign lesions were randomly 
selected and used for validation. These images were not 
included in the training data. Twenty images of normal 

breast tissues from 20 patients were collected for valida-
tion. The selections are shown in Fig. 3.

Overview of the established AI and the accuracy 
of the prediction by the AI server
The time spent on machine learning by the YOLOv3 
model using our training data was approximately 50 min. 
Typical lesions on the images could be detected, and 
malignant or benign lesions could be distinguished 
(Fig.  4a). However, some lesions could not be detected, 
or the background was mistakenly detected as lesions 
(Fig.  4b). The speed of the prediction on the AI server 
was 12 ps. The quality of the prediction on the AI server 
was investigated using the validation data. The confu-
sion matrix, sensitivity, and specificity are presented in 
Tables  1 and 2. Sensitivity and specificity for malignant 
lesions were 100% and 75%, respectively.

Prediction via smartphone and its accuracy
Typical lesions in the images could be detected, and 
malignant or benign lesions could be distinguished 
by prediction using images captured by a smartphone 
(Fig.  5a). Because the reflection of room light disturbed 
the detection of lesions (Fig.  5b), the room light needed 
to be turned off. The confusion matrix, sensitivity, and 
specificity of the results are presented in Tables 3 and 4. 

Fig. 3  Cohort selection flowchart of training and validation datasets

Fig. 4  Examples of the detection on an AI server. a Successful examples. b A failed example
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Sensitivity and specificity for malignant lesions were 100% 
and 97.5%, respectively.

Discussion
In the present study, we developed a deep-learning-
based AI prediction method for breast US using object 
detection algorithms with relatively small training 
data, which resulted in good sensitivity and specific-
ity. Moreover, we developed an AI prediction method 
using a smartphone to capture US images displayed 
on a HIS monitor. The quality of the prediction using 
images obtained via the smartphone was slightly higher 
than that of the prediction using the AI server, although 
we were concerned about a decrease in the quality.

Deep-learning-based prediction of breast US has 
recently been studied. Most studies on the use of AI in 
breast ultrasound have focused on the differentiation 

of benign and malignant breast masses based on the 
B-mode ultrasound features of the masses [18]. Various 
models of object detection have been used in studies of 
breast ultrasound, such as fully convolutional one-stage 
object detection (FCOS), Faster Regions with Convo-
lutional Neural Networks (R-CNN), single-shot multi-
box detector (SSD), YOLO, and YOLOv3 [19, 20] and 
the quality of the prediction in these studies was good, 
indicating that object detection was a suitable model 
for the AI-based diagnosis of breast US. The quality of 
the prediction in our study was similar to that of previ-
ous studies, although the indicators of quality were dif-
ferent from those of our study. Image segmentation has 
also been used to predict lesions in breast US images, 
and this model can theoretically predict the area of the 
lesions more concisely [21, 22]. However, this model 
requires a computer with a high-specification GPU 
because of the heavy computational burden. Therefore, 
the use of object detection models appears to be the 

Table 1  The confusion matrix of prediction on the AI server

Predicted

Malignant Benign Both None Total

Actual

  Malignant 18 0 2 0 20

  Benign 1 15 4 0 20

  Normal 4 1 1 14 20

Table 2  The sensitivity and specificity of prediction on the AI 
server

Sensitivity Specificity

Malignant 100.00% 75.00%

Benign 95.00% 90.00%

Normal 100.00% 70.00%

Fig. 5  Examples of the detection via smartphone. a Successful examples. b A failed example

Table 3  The confusion matrix via smartphone

Predicted

Malignant Benign Both None Total

Actual

  Malignant 16 0 4 0 20

  Benign 0 20 0 0 20

  Normal 1 1 0 18 20

Table 4  The sensitivity and specificity of prediction via 
smartphone

Sensitivity Specificity

Malignant 100.0% 97.5%

Benign 100.0% 87.5%

Normal 100.0% 90.0%
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most appropriate measure for the implementation of AI 
in the diagnosis of breast US.

The introduction of AI-based systems for the diagnosis 
of medical images in clinical practice is challenging. As 
described in the Introduction section, most research on 
AI applications has been conducted in the business set-
ting, and some systems require the hospital network to 
be accessible to the Internet, which is associated with 
high implementation costs and risk of malware infection 
[23]. In the system described in the present study, only a 
typical smartphone and its internet access were required 
for implementation, and there was no need to connect to 
the hospital network. Accordingly, the inexpensive sys-
tem that we describe is safer than the existing AI-based 
diagnosis systems. Therefore, we believe that the system 
we established, which uses images captured on a smart-
phone, could contribute to the utilization of AI-based 
diagnostic technologies.

The utilization of smartphones in AI-based diagnosis 
systems has been studied in dermatology, ophthalmology, 
respirology, and other fields [24]. In these studies, lesions 
on the body surface or visible areas of the body (rather 
than an HIS monitor) were captured by a smartphone 
camera, and the disease was diagnosed by an AI-powered 
recognition system on the smartphone or through an 
API. To the best of our knowledge, our study is the first 
to propose the use of an AI-based diagnosis system that 
uses medical images displayed on the monitor of an HIS 
captured by a smartphone camera.

The present study is associated with several limita-
tions. Although we obtained relatively good results, the 
size of the training data was small and the accuracy of 
the prediction was insufficient, especially for benign 
lesions. Larger training datasets are required to improve 
prediction accuracy. Standardization of capturing condi-
tions should be established for stable AI prediction using 
smartphones. Furthermore, the speed of prediction is 
insufficient, and a computer with a high-specification 
GPU is required if many physicians use the system.

Conclusions
We propose an inexpensive and safe method for intro-
ducing AI-based diagnosis of medical images captured 
using a smartphone in clinical practice, without technical 
innovation. Our system will contribute to the develop-
ment of similar AI-based systems in clinical practice.
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